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Figure 1: A short HDR video sequence of a train traveling through a tunnel. The brightness difference between the tunnel and skylight causes
dramatic dynamic range variation in time. Top row: three frames from an input high dynamic range video sequence, displayed by linearly
scaling all colors to [0, 1]. Bottom row: corresponding frames from the tone mapped version using our system; notice the textures in dark
regions are revealed and the temporal dynamic range variations are well preserved. All video and images c© Disney/Pixar unless otherwise
noted.

Abstract

We propose a novel 3D wavelet based tone mapping framework for
high dynamic range videos. Still image tone mapping methods can
be applied to videos in a frame by frame fashion, but they often ex-
hibit haloing artifacts and do not guarantee temporal coherence, re-
sulting in flickering. Directly extending wavelet analysis/synthesis
to time solves the flickering problem but leads to ghosting. Our
method, based on a new variant of edge avoiding wavelets in time,
addresses both flickering and ghosting. We also reduce haloing ar-
tifacts through the use of a new gain control method. Our method
produces significantly higher quality results compared to existing
state-of-the-art techniques when applied to both live action and
computer graphics video.
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1 Introduction

High dynamic range (HDR) techniques allow perceptually more ac-
curate depictions of the real world given an image whose range
of intensities greatly exceeds the capabilities of a display de-
vice. Recent studies show that HDR imagery significantly im-
proves user experience by increasing both brightness and con-
trast [Yoshida et al. 2006; Rempel et al. 2007; Akyuz et al. 2007;
Nakamae et al. 1990].

Displaying HDR still images on low dynamic range (LDR)
monitors has been extensively explored in the past decade
[Fattal et al. 2002; Durand and Dorsey 2002; Reinhard et al. 2002;
Li et al. 2005; Qiu et al. 2006; Mantiuk et al. 2008; Fattal 2009;
Kirk and O’Brien 2011]. These techniques are generally referred to
as tone mapping operators, and can be further classified into global

and local methods. A global operator maps colors using a single
spatially constant tone curve or color lookup table [Qiu et al. 2006;
Mantiuk et al. 2008], while a local operator has a spatially vary-
ing tone curve that depends on local pixel values [Fattal et al. 2002;
Reinhard et al. 2002]. It is widely accepted that global operators
are more computationally efficient and have fewer artifacts, while
local operators in general are more effective at compressing dy-
namic range while maintaining local contrast.

Tone mapping of video sequences, especially local meth-
ods, has to date received less attention [Pattanaik et al. 2000;
Ramsey et al. 2004; Lee and Kim 2007; Mantiuk et al. 2008]. As
sources of HDR video become more widespread, video tone map-
ping will become increasingly important. These new sources in-
clude HDR video cameras for capturing live action, as well as com-
puter animation and video games that are moving to HDR rendering
pipelines to create more realistic worlds. Physical based lighting in
particular leads to HDR imagery, often stored in OpenEXR format,
where each color channel is represented as 32-bit floating point
numbers. To display HDR video on an LDR monitor, manually
tuned global tone response curves are often applied. Examples of
feature films using global tone mapping include “Up”, “Toy Story
3”, “Cars 2”, “Monster House”, and “Alice in Wonderland”.

Temporal coherence for global operators is guaranteed if the tone
curve is constant in time as well as space, whereas local methods
present significant challenges. Applying a local operator indepen-
dently to each frame will, in general, create flickering.

In this paper we present a novel local video tone mapping operator
that was inspired by the still image methods of [Li et al. 2005] and
[Fattal 2009]. The method is temporally coherent, preserves local
detail better than global methods, and in practice runs in linear time.
We demonstrate the effectiveness of the method on both live action
and CGI video sequences.

Contributions of our work include:
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• Reduced haloing compared to [Li et al. 2005] due to a new
sub-band gain control method.

• Temporal coherence due to a new edge avoiding wavelet in-
spired band decomposition method.

2 Related Work

In this section, we briefly review related work on still image and
video tone mapping.

2.1 Tone mapping for still images

Tone mapping of still HDR images has been an active area of
research for well over a decade [Tumblin and Rushmeier 1993;
Ferwerda et al. 1996]. The purpose of tone mapping depends
on the particular application. Early techniques were mainly de-
signed to simulate human visual perception by compressing the
dynamic range of pixel intensities while maintaining local con-
trast, in order to reveal details in both dark and bright regions
[Reinhard et al. 2002; Durand and Dorsey 2002; Fattal et al. 2002;
Li et al. 2005]. More recent work focuses on changing the
tonal values of an image to achieve different artistic looks
[Lischinski et al. 2006; Kirk and O’Brien 2011]. Interested readers
may refer to [Reinhard et al. 2005] for a comprehensive survey.

Tone mapping operators are generally categorized into global and
local operators. Global operators apply a spatially uniform tone
reproduction curve to the entire image. For example, gamma
curves (f(x) = xα, where usually α = 1/2.2) and sigmoid
curves (f(x) = x

1+x
). Histogram equalization or matching a

reference histogram leads to more content adaptive curves. Ad-
vanced global techniques estimate optimal tone curves according
to image statistic properties [Qiu et al. 2006; Cvetkovic et al. 2008;
Mantiuk et al. 2008]. Once a particular tone curve is computed,
global operators map each pixel using this curve without consid-
ering its neighboring information.

Local operators map colors by taking its surrounding pixels into
consideration. It is generally believed that local operators are more
effective in perceptually matching a real scene observed by human
perception. Scale separation is usually performed by using bilat-
eral filtering [Durand and Dorsey 2002], wavelets [Li et al. 2005],
or edge avoiding wavelets [Fattal 2009][Paris et al. 2011]. Opti-
mization based algorithms work in a way that each pixel proposes
an intended adjustment, usually pixels in dark areas propose to be
brighter and pixels in saturated areas propose to be dimmer. All
the proposed adjustments are then optimized as a whole to obtain
a natural looking result [Fattal et al. 2002][Shan et al. 2010]. Local
operators have a reputation of introducing visual artifacts, such as
haloing and over-sharpening.

2.2 Video tone mapping

Tone mapping techniques for video has attracted much less at-
tention. Early work by Pattanaik et al. [2000] observes the
fact that visual adaptation occurs within the retina, which is
a chemical reaction and has a delayed effect over time, and
proposes to simulate this effect with a frame by frame key
value. Several techniques extend the still image tone mapping of
[Reinhard et al. 2002] to video by smoothing the log mean lumi-
nance in temporal domain [Kang et al. 2003; Ramsey et al. 2004;
Krawczyk et al. 2005]. These methods usually assume an input se-
quence has smooth dynamic range change over time - rapid range
change can cause flickering. Lee and Kim [2007] extends the gra-
dient domain tone mapping work of [Fattal et al. 2002] by adding
temporal smoothness constraints from optical flow computations.

Mantiuk et al. [2008] propose to filter per-frame tone curves to pre-
vent flickering artifacts. Wang et al. [2010] propose an interactive
video tone mapping technique which combines Gaussian Mixture
model based classification and smoothing filtering of exposure map.
The result quality is sensitive to the classification. While not strictly
speaking a tone mapping paper, Tocci et al. [2011] describe a hard-
ware system for capturing high dynamic range video sequences.

3 System Overview

Our system uses a wavelet sub-band framework inspired by
[Li et al. 2005]. This framework can be divided into three stages:

Analysis: The input image is scale-separated into different bands
Bi(x, y), where each band contains different frequency informa-
tion about the image (level 1 is the coarsest level, level N is the
finest). We use a redundant endpoint interpolating linear B-spline
wavelet formulation, often referred to as stationary wavelets, where
the images are not downsampled when going to coarser levels.
Our low-pass basis function is [0.5, 1, 0.5] and the high-pass ba-
sis function is 1

3
[1,−6, 10,−6, 1] as described on page 211-212 of

[Stollnitz et al. 1996].

Gain Control: Adapts each level of the wavelet pyramid to achieve
range compression:

B′

i(x, y) = Gi(x, y) Bi(x, y)

where Gi(x, y) is the Gain Map.

Synthesis: The output image is reconstructed from the modified
bands.

The advantage of a wavelet based technique is two-fold. First, it
does not involve solving a linear system and is computationally effi-
cient. Formally the complexity isO(nN), where n is the total num-
ber of pixels and N is the number of bands. In theory N = log(n),
but in practice we only compute a constant number (9 or fewer) of
bands. Thus in practice the complexity is linear in both computa-
tional time and space. This is an important feature as we are dealing
with hundreds of frames of 1920 × 1080 film resolution. Second,
there is a large amount of research work on the mathematics of
wavelets, which provides a rich set of useful tools and analysis.

The following subsections describe our formulation for Gain Con-
trol and Temporal Coherence.

3.1 Gain Control

Gain Control is used in the second stage to compress different
scales in the pyramid to achieve range reduction. [Li et al. 2005]
defines the Gain Map, Gi(x, y), as follows:

Gi(x, y) = mi

(

Aag(x, y) + ǫ

δ

)(γ−1)

(1)

Ai(x, y) = GaussianBlur(|Bi(x, y)|) (2)

Aag(x, y) =
∑

Ai(x, y) (3)

where mi is a level dependent multiplier (we use mi =
[1.0, 0.7, 0.4, 0.4, 0.4, · · ·] from the finest level to the coarsest
level), and ǫ is a small constant (such as 10−6) to prevent numerical
precision issues. γ and δ are two user specified control parameters
- constant for all levels.

Unfortunately, using this gain function can result in halo artifacts
as shown in Figure 2 (a) around the army men. We observe the
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(a) [Li et al. 2005] (b) Our Method

Figure 2: Still image tone mapping with the proposed gain control.
(Left) The gain control of [Li et al. 2005] contains halo artifacts
around the army men while (Right) our method has significantly
reduced the halos.

fact that if we change the gain function and make it more constant-
like for coarser signals, the haloing can be largely suppressed. The
linearity of the gain function in Eq. (1) is mainly controlled by
γ. Specifically, as γ → 1, (γ − 1) → 0, which makes the gain
curve approach a constant function. We propose to use the follow-
ing equation for our Gain Map:

G′

i(x, y) =

(

A(x, y) + ǫ

δ′i

)(γ′

i
−1)

, (4)

where

γ
′

i = min(γ + 0.05(N − i), 0.9),

δ
′

i =

(

∑

x,y
A(x, y)

(

A(x,y)+ǫ

δ

)γ−1

∑

x,y
A(x, y) (A(x, y) + ǫ)

γ′

i
−1

) 1
1−r′

i

, (5)

The idea is to increase γ′ by 0.05 in each coarser level, and
adjust δ′ accordingly to make the energy match by satisfying
∑

x,y
A(x, y)Gag(x, y) =

∑

x,y
A(x, y)G′

i(x, y).
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(a) Input (b) [Li et al. 2005] (c) Our Method

Figure 3: Gain control. (a) Input HDR signal. (b) Tone mapped
signal using [Li et al. 2005]. (c) Tone mapped signal using our gain
control.

Fig. 3 shows how a one dimensional signal in range [0, 4] gets tone
mapped using the gain control of [Li et al. 2005] and our method.
In both cases, we use linear B-Spline wavelets as described in Sec.
3. Note that our result (Figure 3(c)) has less severe halos than the
result of using [Li et al. 2005] (Figure 3(b)).

Fig. 2 shows still image tone mapping results using [Li et al. 2005]
and our gain control. [Li et al. 2005]’s result has noticible halos
around the army man. Although our gain control is not guaranteed
to prevent halo artifacts, in all of our tests, it produces less halos
than the gain control approach in [Li et al. 2005].

3.2 Temporal coherence

Applying still image tone mapping operators to video in a frame by
frame fashion can cause flickering. We show the flickering result-
ing from applying [Li et al. 2005] to each frame of the plane chase
sequence (from Figure 5) in the supplementary video. A natural

Analysis stage:

Level N

Level (N-1)

Signal

Level N

Level (N-1)

Signal

(a) (b)
Synthesis stage:

Level N

Level (N-1)

Signal

Level N

Level (N-1)

Signal

(c) (d)

Figure 4: Illustration of temporal edge avoidance. (a) Redundant
wavelet analysis process - data from blue points are used to create
the next level data (yelow points). (b) Zooming in on one point we
see that it uses ghost particles (red) instead of the particles across
the discontinuity. (c) The synthesis process works similarly to the
analysis. (d) The synthesis process of one point again shows the
use of ghost particles (orange). Notice how both the analysis and
synthesis processes do not use information from across the discon-
tinuity.

idea to prevent flickering is to extend our spatial wavelets to the
temporal domain, creating a 3D volume (x,y,t). However, this leads
to ghosting, where the pixel values from previous or subsequent
frames can influence the current frame. Examples of ghosting are
shown in Figure 5(d) around the wing tips and in Figure 6(b) where
characters are visible through the door.

To overcome the ghosting problem we attempted to use the edge
avoiding wavelet scheme described in [Fattal 2009]. The results are
shown in Figure 5 (e) and Figure 6 (c). Note that ghosting artifacts
are reduced, but still visible. We therefore needed a temporal edge
avoiding scheme that penalizes data across edges even more than
the technique of [Fattal 2009].

We designed a new edge avoiding scheme tailor-made for the task
of video tone mapping. It decomposes a signal into resolution bands
like wavelets, and reconstructs a tone mapped signal from these
resolution bands in a wavelet style. Note that unlike wavelets it
isn’t just a change of basis - as our synthesis process is not an exact
inverse of the analysis process. However, our scheme is effective
for achieving temporal coherence during tone mapping.

Our edge avoiding band decomposition introduces ghost particles
to disconnect neighboring pixels with large intensity discontinu-
ity in time. Suppose we have an 1D image of 8 pixels in level
N denoted as IN (1), · · · , IN (8), as shown in Figure 4(a) with blue
dots. Let Il

N−1(j), j ∈ 1, 2, . . . , 8 be the low-pass signal at level
N − 1, as shown in yellow dots. Classic redundant wavelet analy-
sis uses a convolution process to compute a lower resolution band
[Fowler 2005], which can be written as:

Il
N−1(j) = IN (j) ⊕ f l

N =

k
∑

p=−k

IN (j − p)f l
N (p), (6)

where ⊕ is a convolution operator and f l
N is the low-pass filter at

level N , and k is half the width of f l
N . Similarly for the high-pass

signal Ih
N−1, the process is

Ih
N−1(j) = IN (j) ⊕ fh

N , (7)
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where fh
N is the high-pass filter.

Our edge avoiding decomposition is defined with an edge avoiding
convolution process, denoted with the operator ∗. We modify the
analysis process into:

Il
N−1(j) = IN (j) ∗ f l

N =

k
∑

p=−k

I ′

N (j − p)f l
N (p), (8)

where

I ′

N (j − p) =

{

IN (j − p), if edge(j, j − p, N) = 0
IN (j), if edge(j, j − p, N) = 1

(9)

edge(x, y, q) is a binary function that indicates if there is an edge
between point x and y in level q. The idea is to use the value of
IN (j) to shadow IN (j−p) if there is an edge between point (j−p)
and j in level N . There are multiple choices for an edge detector.
In our implementation, we found a simple thresholding approach is
enough and works surprisingly well. We define the edge function
as:

edge(x, y, q) =

{

0 if |Il
q(x) − Il

q(x)| < α
1 otherwise

(10)

where α is a fixed constant threshold (set to 0.5 in our results). The
reconstruction process is also an analog to the synthesis process of
classic redundant wavelets, defined as:

Ir
N =

1

2

(

Il
N−1 ∗ fp + Ih

N−1 ∗ fq

)

, (11)

where Ir
N denotes the reconstructed signal, fp is a reconstruction

filter corresponding to the low-pass filter, fq is the correspond-
ing high-pass reconstruction filter. Recall that we use B-Spline
wavelets in both space and time. So in our case fp = [0.5, 1, 0.5],
fq = 1

3
[1,−6, 10,−6, 1]. In short, our edge avoiding decom-

position scheme shares a same framework with classic redundant
wavelet analysis/synthesis process, but replace the convolution pro-
cess with our edge avoiding convolution.

To make the math less confusing, we show the analysis process of
one point Il

N−1(5) in Fig. 4 (b). It is still a convolution process,
as in Eq. (8). But it does not take the value from IN (6) or IN (7),
due to the discontinuity. Instead, the edge avoiding convolution
process uses the value from IN (5) to shadow both IN (6) or IN (7),
as shown in red dots in (b). We call the red dots for IN (6) and
IN (7) ghost particles, borrowing the idea from fluid simulation. So

in this case Il
N−1(5) = f(2)IN (3) + f(1)IN (4) + f(0)IN (5) +

f(−1)IN (5) + f(−2)IN (5).

The idea behind the design of our edge avoiding scheme is in-
tuitive. If there is a large discontinuity between two points, we
don’t want any color information to propagate, in order to protect
against ghosting artifacts. Note that is a major difference between
our scheme and the one in [Fattal 2009]. We show the results of
applying our temporal edge avoiding decomposition in Figure 5(f)
and Figure 6(d).

4 Results

We present our results in images as well as in the accompanying
video. Please view the images digitally in full resolution for best
quality.

We compare the proposed method with two state-of-the-art video
tone mapping techinques described in [Ramsey et al. 2004] and

[Mantiuk et al. 2008], by reproducing [Ramsey et al. 2004] and us-
ing the implementation of [Mantiuk et al. 2008] in the online source
code of pfstmo-1.4 [Mantiuk et al. 2007]. We tried a large set of pa-
rameters and show the best results that we found.

Figure 5 and the video show a “plane chase” sequence. There is
a large brightness difference between the characters and the sky.
This sequence is interesting and challenging for two reasons: fast
object motion and rapid local dynamic range variation. The gun
firing at the end of sequence introduces local brightness variation
in time, while the sky remains relatively constant. The results of
[Ramsey et al. 2004] are shown in Figure 5(b). In addition to the
flickering artifacts, the results of [Ramsey et al. 2004] appear dark
on the characters. The details on the tow truck (fourth image from
left) are crushed. Similar detail loss can be seen in Figure fig:gun-
fire-chase(c), where [Mantiuk et al. 2008] is applied. Notice the tail
and the wheels of the plane, as well as the hood of the tow truck.
Note that both [Ramsey et al. 2004] and [Mantiuk et al. 2008] are
global tone mapping operators. It is widely accepted that local op-
erators are more effective at preserving local details. The results
in Figure 5(e) are generated with our technique but replacing our
temporal edge avoiding scheme with the edge avoiding wavelets of
[Fattal 2009]. They preserve the details in the dark regions, but suf-
fer from ghosting artifacts. Our results (Figure 5(f)) maintain the
details without flickering or ghosting.

Figure 6 and the video show a “sliding door opening” sequence.
It is an indoor sequence where the objects in front of the slid-
ing door get much less illumination. We show the results of both
[Ramsey et al. 2004] and [Mantiuk et al. 2008] in the video. The
details in the results of [Ramsey et al. 2004] get crushed and lost in
dark regions. The results of [Mantiuk et al. 2008] suffer from con-
trast loss and look foggy. Our result has a natural look and reveals
details on the door.

The “train tunnel” sequence in Figure 1 and the video is challenging
due to the motion of train and the dramatic brightness variation over
time. Our results reveal interesting details inside the tunnel, do not
suffer from either flickering or ghosting, and preserve the temporal
dynamic range variations of the sequence.

The accompanying video also shows our results on a live ac-
tion video sequence (HDR video data courtesy of Grzegorz
Krawczykw). Notice how the text of the road sign is revealed using
our method.

Performance: There are 7 detail coefficient layers in each band and
one low-pass layer at the coarsest level, therefore the memory cost
of processing a video sequence is n(7N + 1), where n is the total
number of luminance values and N is the number of bands (in our
experiments N is typically 4 or 5). It takes a few seconds to pro-
cess a frame of 1920×1080 resolution on average with our current
single thread C++ implementation on a Linux box with a 2.83 GHz
Intel Xeon CPU. Since the tone mapping process is highly paral-
lelizable, a GPU implementation should greatly reduce the running
time.

5 Discussion and Future Work

We have presented a 3D wavelet based local tone mapping operator
for videos. The method is temporally coherent, preserves local de-
tail better than global methods, and is relatively efficient - running
in linear time in practice. Our technique addresses the problem of
haloing through an improved gain control method for both still im-
ages and video. Temporal coherence is achieved using our novel
edge avoiding wavelet inspired band decomposition in time. Re-
sults on video sequences with fast motion and rapid dynamic range
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Figure 5: Tone mapping results on the “plane chase” sequence. (a) Five input HDR frames displayed in linear color space. (b) Results of our
implemention of [Ramsey et al. 2004]. (c) Results of our implementation of [Mantiuk et al. 2008]. (d) Results of applying standard wavelets
in the temporal domain. (e) Results of applying edge avoiding wavelets in [Fattal 2009] in the temporal domain. (f) Results from our method.
Full video sequences can be found in the supplementary video.

change show significant quality improvement over state-of-the-art
video tone mapping techniques.

There are several limitations and areas for improvement with the
proposed approach. First, although our gain control method has
empirically proven to reduce haloing, there are no guarantees that
the results will be halo free. Second, although the memory require-
ments are linear in the size of the input sequence, we would like
to find ways of reducing the total in-core memory. One approach
might be to develop non-redundant wavelets that are translation in-
variant in both time and space. This would make the total mem-
ory requirements equal to the size of the input. Another possibility
would be to develop a streaming version to allow arbitrarily long
video sequences to be processed. Third, it should be possible to de-
rive a variant of our edge avoiding temporal decomposition so that
the analysis and synthesis steps are inverses of one another, thereby
putting the method on firmer theoretical ground. Finally, our tech-
nique is largely automatic (with only a few parameters) and does
not provide much local artistic control. In the future we intend to
develop an interactive tool for artists.
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