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Figure 1: Our novel mesh style transfer method allows seamless transfer of 2D image styles to 3D meshes. It supports stylizing
both static (right) and dynamic assets, such as cloth (top left) and liquid (bottom left) simulations. ©Disney/Pixar.

ABSTRACT
In recent years, animation movies are shifting from realistic rep-

resentations to more stylized depictions that support unique de-

sign languages. To favor that, recent works implemented a Neural

Style Transfer (NST) pipeline that supports the stylization of 3D

assets by 2D images. In this paper we propose a novel mesh styliza-

tion technique that improves previous NST works in several ways.

First, we replace the standard Gram-Matrix style loss by a Neural

Neighbor formulation that enables sharper and artifact-free results.

To support large mesh deformations, we reparametrize the opti-

mized mesh positions through an implicit formulation based on the
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Laplace-Beltrami operator that better captures silhouette gradients

that are common in inverse differentiable rendering setups. This

reparametrization is coupled with a coarse-to-fine stylization setup,

which enables deformations that can change large structures of

the mesh. We provide artistic control through a novel method that

enables directional and temporal control over synthesized styles

by a guiding vector field. Lastly, we improve the previous time-

coherency schemes and develop an efficient regularization that

controls volume changes during the stylization process. These im-

provements enable high quality mesh stylizations that can create

unique looks for both simulations and 3D assets.
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Figure 2: Cloth stylization. Our method enables unique stylized cloth simulations, that efficiently transfer image-based styles
to dynamic animated meshes.
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1 INTRODUCTION
Since the debut of the first 3D animated movie, Toy Story, the

industry developed a consistent and sophisticated set of tools for

modeling, animating and rendering assets. In recent years, more

stylized depictions are favored over realistic representations to

support storytelling. This prompted researchers and animators to

team up in developing tools that can support new design paradigms:

artistically stylizing volumes [Kanyuk et al. 2023], dynamic mesh

sharpening filters [Somasundaram et al. 2023], and artist driven

linework [Grochola et al. 2023] represent a few recent successful

examples.

Among these recent techniques, image-based stylization of 3D

assets allows artists to achieve new unique looks in an efficient way.

Previous works, however, were either focused on volumetric data

[Aurand et al. 2022; Kim et al. 2019, 2020], static meshes [Liu and

Jacobson 2019; Liu et al. 2018], or lacked artistic control [Gao et al.

2023; Michel et al. 2021] to be directly incorporated in animation

and VFX pipelines. Moreover, mesh appearance modelling works

tend to either be restricted to closely follow the surface of the input

mesh [Hertz et al. 2020; Liu et al. 2018], or to be solely focused on

texture synthesis [Chen et al. 2022; Höllein et al. 2022; Mishra and

Granskog 2022; Yin et al. 2021].

In this paper we propose a novel mesh stylization technique that

is able to produce sharp, temporally-coherent and controllable styl-

izations of dynamic meshes. The proposed method can seamlessly

stylize assets stemming from cloth (Figure 2) and liquid (Figures

12, 8) simulations, while also enabling detailed control over the

evolution of the stylized patterns over time.

At the heart of the proposed tool is a carefully designed pipeline

that improves previous stylization methods in several ways. First,

we replace the standard Gram-Matrix-based [Gatys et al. 2016] style

loss by a Neural Neighbor [Kolkin et al. 2022] formulation that

enables sharper and artifact-free results. In order to support large

mesh deformations, we reparametrize the optimized mesh positions

through an implicit formulation based on the Laplace-Beltrami

operator [Nicolet et al. 2021] to better capture silhouette gradients,

commonly present in inverse differentiable rendering setups. We

couple this reparametrizationwith a coarse-to-fine stylization setup,

which enables deformations that can change large portions of the

mesh.

Control is one of the often overlooked aspects of image-based

stylization. We propose a novel method that enables control over

synthesized directional styles on the mesh by a guided vector field.

This is embodied by augmenting the style loss with multiple orien-

tations of the style image, which are combined with a screen-space

guiding field that spatially modulates which style direction should

be used. Lastly, we improve the previous time-coherency schemes

[Kim et al. 2020] and develop an efficient regularization that con-

trols volume changes during the stylization process. These improve-

ments enable novel mesh stylizations that can create unique looks

for both simulations and 3D assets (Figure 1).

2 RELATEDWORK
Neural Style Transfer. Image-based Neural Style Transfer (NST)

[Gatys et al. 2016] taps into the representation power of Convolu-

tional Neural Networks trained for classification tasks [Simonyan

and Zisserman 2014; Szegedy et al. 2014] to develop an innovative

approach that can transfer styles between images. NST iteratively

optimizes the resulting image with two complimentary objectives:

a content loss that measures differences between CNN features, and

a style loss that computes secondary statistics for channels within a

specific layer. Many follow-up works adopted the pipeline proposed

by Gatys et al. [2016]: [Li and Wand 2016; Li et al. 2017d,c; Risser

et al. 2017] explored alternative feature representations to improve

the style loss objective, and single [Jing et al. 2018; Johnson et al.

2016; Ulyanov et al. 2016; Wang et al. 2017], multiple [Chen et al.

2017; Dumoulin et al. 2017; Li et al. 2017a; Zhang and Dana 2019]

and arbitrary style [Ghiasi et al. 2017; Huang and Belongie 2017; Li

et al. 2019, 2017b; Shen et al. 2018] convolutional neural networks

were trained to improve style transfer efficiency. Among notable

extensions, a neural neighbor method [Kolkin et al. 2022] drastically

improves stylization quality. It works by spatially decomposing the

content and style images into feature vectors, and then replacing

each individual content feature vector with its closest style feature

through a nearest neighbor search.

Neural style transfer was also extended for 3D assets. Volumetric

[Aurand et al. 2022; Guo et al. 2021; Kim et al. 2019, 2020] and

mesh style transfer [Kato et al. 2018; Liu et al. 2018] pipelines uti-

lize differentiable rendering to generate images through a set of

well-distributed views to obtain a image-space loss/energy function.

Stylization of 3D assets were performed with neural radiance fields

https://doi.org/10.1145/3641519.3657474
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representations [Huang et al. 2021; Liu et al. 2023c; Nguyen-Phuoc

et al. 2022; Zhang et al. 2022], applied to mesh texture synthesis

[Frühstück et al. 2019; Höllein et al. 2022; Sendik and Cohen-Or

2017; Yin et al. 2021; Zhou et al. 2018], and combined with CLIP em-

beddings [Gao et al. 2023; Michel et al. 2021; Mishra and Granskog

2022] for text-based stylization. For a thorough review of 3D neural

stylization, we refer to Chen et al. [2023].

Geometric Methods. Other than image-based style transfer, a

set of methods focus on geometric approaches to directly modify

meshes based on the style of other 3D shapes. Similarly to image

analogies [Hertzmann et al. 2001], Ma et al. [2014] formulates 3D

shape style transfer by computing analogies between assets. The

idea is further extended by Liu and Jacobson [2021] to handle free-

form deformations of the source shape. Liu and Jacobson [2019]

implements cubic stylization through as-rigid-as-possible (ARAP)

energy [Sorkine and Alexa 2007]. Kohlbrenner et al. [2021] extends

[Liu and Jacobson 2019] by allowing interactive choices of the

surface normal directions. Learning-based methods have also been

employed to learn high frequency details for geometric texture

synthesis [Hertz et al. 2020], perform style-aware mesh subdivision

[Liu et al. 2020], and extract geometric features for stylization [Kang

et al. 2023].

Diffusion Models for 3D Assets. Alongside the development of

text-to-image generative models [Radford et al. 2021; Rombach et al.

2022], recent works focus on generating mesh textures with textual

prompts through diffusion models [Chen et al. 2022; Richardson

et al. 2023]. Many works also developed methods on the direct

generation of 3D assets from text [Poole et al. 2022; Shi et al. 2023;

Wang et al. 2023] or from single-view images [Liu et al. 2023b,a;

Qian et al. 2023]. To the best of our knowledge, transferring 2D

image styles to 3D assets through diffusion models is still an under-

explored area.

3 METHOD
We follow a similar pipeline as the previous volumetric [Aurand

et al. 2022; Kim et al. 2019, 2020] and mesh style transfer [Liu et al.

2018] methods (Figure 3): 3D assets renders are generated by a

differentiable renderer through a set of Poisson-distributed views

to obtain an image-space loss (energy) function. This loss function

is minimized with respect to the mesh vertex positions x to obtain

a stylized look. This is expressed by

x̂ = argmin

x

∑︁
𝜃∼Θ
L𝑠 (R𝜃 (x) , 𝐼𝑠 ), (1)

where R is a differentiable renderer with a camera setup 𝜃 sam-

pled from a distribution Θ of all possible configurations. The style

loss (L𝑠 ) receives the rendered (R𝜃 (x)) and style (𝐼𝑠 ) images to

evaluate the style matching objective. The stylization process is

also required to ensure that the content of the generated image

matches the original input. This is implemented either by initializ-

ing the optimization with the original image and making sure that

the optimized variable is bounded [Aurand et al. 2022; Kim et al.

2019, 2020], or by using additional content losses [Gatys et al. 2016;

Huang and Belongie 2017]. We initialize the stylized mesh to be the

original mesh in our pipeline.

3.1 Neural Neighbor Style Transfer
Central to an efficient stylization is a dimensionality reduced image

representation that will allow the decomposition of the image into

its representative elements. Commonly, image features are com-

puted through the feature activation maps from a pretrained clas-

sification networks such as VGG [Simonyan and Zisserman 2014]

or Inception [Szegedy et al. 2014]. The style of an image is then

extracted by computing the secondary statistics of those features.

Specifically, the Gram matrix models correlations through a dot

product between channels of a single classification network layer.

However, the performance of Gram matrices can be subpar. The

problem arises when synthesizing high-frequency details: the Gram

matrix optimization can guide the result to focus on correlations

that are not relevant in smaller scales. This creates a “washed out”

stylization that converges to a local minima where high-frequency

details are mixed or not clearly visible (Figure 4).

(a) Original Mesh (b) Gram Matrix (c) Neural Neighbor

Figure 4: Neural Neighbor Stylization. By stylizing the mesh
with the neural neighbor loss (Equation (2)) a sharper,
artifact-free stylization can be achieved: (a) original mesh;
(b) stylizing with the traditional Gram matrix style loss; (c)
results obtained by neural neighbor stylization equation.

Neural neighbor style transfer [Kolkin et al. 2022] fixes this issue

by first spatially decomposing the content and style images into

feature vectors, and then replacing each individual content feature

vector with its closest style feature through a nearest neighbor

search. This generates a set of style features that preserves the

layout of the original image, allowing the optimization to process

image corrections that can synthesize high-frequency details. The

neural neighbor stylization defines the style loss as the cosine

distance Dcos between the replaced features and the feature to be

optimized as

L(𝐼 , 𝐼𝑠 )𝑠 =
1

𝑁

𝑁∑︁
𝑖=1

Dcos

(
N

(
F (𝐼𝑖 ), F (𝐼𝑠 )

)
, F (𝐼𝑖 )

)
, (2)

where F is the zero-centered feature extraction network, N is the

function that replaces the features of a given 𝑖-th pixel of the image

to be optimized 𝐼𝑖 with the nearest neighbor feature on the style

image 𝐼𝑠 , and𝑁 is the number of pixels of the image to be optimized

𝐼 .

In our pipeline, Equation (2) is plugged into Equation (1) with

𝐼 = R𝜃 (x), and mesh vertices are optimized such that at each

iteration the cosine distance between the zero-centered extracted

features of the rendered mesh and the style image are minimized.

In the original work of Kolkin et al. [2022], the authors include
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Figure 3: Mesh stylization pipeline for a single frame. In the forward pass (purple arrow), an implicit Laplacian parametrization
is applied to mesh vertices. This parametrization allows the optimization process to modify large portions of the mesh.
Differentiable rendering is used with Poisson sampled cameras for a view-consistent stylization. Combined with user-input
orientation fields, the nearest neighbour search in the feature space efficiently captures discrepancies between the rendered
and style images. The loss function gradient is backpropagated (orange arrows) to the Laplacian parametrization space and
updates the mesh parameters. The technique has not yet been used in any Pixar films. ©Disney/Pixar.

a formulation that stabilizes the optimization by anchoring the

nearest neighbor loss using the features of the input content image,

instead of the one that is being interactively optimized 𝐼 . We noticed

in our experiments that not including this term does not pose any

instability issues.

3.2 Multi-level Optimization through
Laplacian Smoothing

Key to our approach is the decomposition of the stylization into

multiple levels, enforcing a coarse-to-fine optimization process.

Naively optimizing a multi-scale image-space loss function (Equa-

tion (1)), however, is not enough to modify large structures of the

mesh. This happens because geometric gradients in differentiable

rendering contain sparse values stemming from silhouette modi-

fications [Nicolet et al. 2021]. Despite having large values, these

silhouette gradients are not able to significantly modify large struc-

tures of the mesh due their sparsity. Therefore, the optimization

process can get stuck in creating small scale structures that are

overly restricted to the mesh surface.

With this observation, we reparametrize the optimized posi-

tions of Equation (1) through an implicit formulation based on the

Laplace-Beltrami operator L in a similar way as Nicolet et al. [2021]:

x∗ = (I + 𝜆L)x, (3)

where I is the identity matrix and 𝜆 is a parameter to control

the smoothness of the parametrization. This reparametrization

effectively modifies the gradient in each optimization step as

x∗ ← x∗ − 𝜂 (I − 𝜆L)−1 𝜕L
𝜕x∗

, (4)

with 𝜂 being the learning rate. The effect of reparametrizing the

mesh positions with Equation (3) is that the sparse silhouette gradi-

ents as well as the image-space modifications are diffused to larger

regions of the mesh during the backpropagation step. Figure 5

demonstrates the effect of the reparametrization: with 𝜆 set to zero

in (b), the optimization process is unable to modify large structures

of the mesh; higher 𝜆 values enable coarser mesh updates in (c) –

(e).

To better synthesize structures at different scales, we implement

a coarse-to-fine strategy that receives as input a set of rendered and

style images, with optimizing images with the smallest size as the

first level. The output of each coarse level stylization serves as the

initialization of the next finer level. This approach also has to lever-

age the influence of the reparametrization proposed on Equation (3).

As we progress to finer levels, we decrease the Laplacian coefficient

𝜆 to make more local/detailed changes. Figure 5(f) demonstrates

how these parameters work together to create a stylized result that

can modify both large scale structures and small scale details of the

mesh.

3.3 Guided Stylization with Orientation Fields
One of the often overlooked aspects of incorporating mesh styliza-

tion into animation pipelines is that some styles have directional

features relevant to the final result. Consider the style image that

has a distinctive directional component shown in Figure 6: if one

naively stylizes the mesh with this image, stylized patterns can be

synthesized in arbitrary directions. We propose two modifications

that allow the method to be better oriented given an input orien-

tation field. First, the neural neighbor style loss is augmented by

rotating the style image into several different orientations. Each

rotated image is associated with a directional vector that indicates
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(a) Original Mesh (b) 𝜆 = 0 (c) 𝜆 = 1 (d) 𝜆 = 5 (e) 𝜆 = 20 (f) 𝜆 = 20, 5, 0.5

Figure 5: Stylization results for multiple 𝜆 parameters over multiple scales. As 𝜆 decreases, so does the stylization locality, until
it becomes uncoordinated noise at 𝜆 = 0. The last results illustrates how using multiple 𝜆s helps generating the best stylization
over all scales. ©Disney/Pixar.

the orientation of the style. Second, we allow a user-specified ori-

entation vector field defined on the mesh. The directional vectors

are then combined with a screen-space orientation field (Figure 3,

bottom right) to compute a set of per-pixel weights associated with

each rotated style image.

We employ a simplified rendering process for the orientation

field: the user-specified orientation vectors are mapped to RGB com-

ponents of a textured mesh, and then rendered with a flat shading

and no lights for each camera view. The rendering still considers

occlusions, so only visible orientation fields will be projected to the

screen-space. These 2D orientation vectors are then combined with

the directional vectors of the rotated style images through a dot

product, creating several per-pixel masks that serve as weights for

the style losses represented by the rotated style images. We show

the effects of the control guides in Figure 6: a style image with

horizontal lines is used to stylize the Panda Statue in (a); by aug-

menting the style loss with several orientations (b), the stylization

is able to match features that are oriented in different directions,

but the sense of directionality is lost; by introducing the orientation

field in (c), the stylization is able to produce patterns following the

user-specified input.

3.4 Enforcing Temporal Coherency
The mesh style loss in Equation (1) is only defined for a single

frame, and is therefore not temporally coherent: directly optimizing

it produces patterns that abruptly change across different frames.

A common strategy is to align stylization displacements computed

individually for different frames with the velocities defined by the

underlying animation [Aurand et al. 2022; Kim et al. 2019]. The

adjacent aligned displacement fields are then smoothed out to en-

sure that transitions between frames are continuous. To implement

temporal coherency efficiently we adopt an approach that is similar

to Aurand et al. [2022]: displacement contributions across multiple

frames are accumulated every time-step, which requires a single
alignment and smoothing step. For each 𝑡 > 0, this amounts to

blending displacements with

d𝑡 ← (1 − 𝛾𝜇 (𝛼)) d𝑡 + 𝛾𝜇 (𝛼) T (d𝑡−1, u𝑡−1), (5)

where d𝑡 = x̂∗𝑡 − x∗𝑡 is the mesh displacement at timestep 𝑡 and u𝑡
represents vertex velocity of the animated mesh. We highlight that

(a) No Aug. (b) 8 Aug. (c) 8 Aug. + Guide

Figure 6: Guided Stylization with Orientation Fields. (a) Style
transfer without rotation augmentations on the Panda Statue.
(b) Using 8 rotation augmentations. (c) Guiding the style loss
in (b) with orientation fields. ©Disney/Pixar.

the displacements are computed over the Laplacian parametrized

variable x∗, which also further ensures smoothness in temporal

coherency.

While previous EMA-based NST [Aurand et al. 2022] pipelines

are able to produce temporally coherent stylizations for volumetric

data, we found that this approach produces sub-par results for

mesh stylizations. Therefore, we improve upon it by employing

an iteration-aware function 𝛾𝜇 that replaces the constant blending

weight 𝛼 . By adopting a linearly decaying function as iteration

progresses our results are able to obtain stylizations that allow

sharper synthesized patterns. The function 𝛾𝜇 (𝛼) = 𝑚𝑎𝑥 (𝛼 (1 −
𝑚
𝜇 ), 0) employs a decaying period factor 𝜇 that modulates the EMA

smoothing weight according with the𝑚-th iteration. We refer to

our supplemental video, which better illustrates the effect of the

iteration-aware EMA smoothing.

The T function uses the per-vertex velocities u𝑡−1 to transport

quantities defined over the mesh across subsequent frames. We

chose the transport function to be the standard Semi-Lagrangian
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(a) V = 23.19m3 (b) V = 10.64m3 (c) V = 20.98m3 (d) V = 22.51m3

Figure 7: Volume conservationwith stochasticmasking. Style
transfer on the input mesh (a) using a high learning rate re-
sults (1 × 10−2, 5 × 10−3, 5 × 10−4) in big volume changes with-
out volume conservation (b). When the learning rate is tuned
to be lower (1 × 10−3, 5 × 10−4, 5 × 10−4) in (c), volume con-
servation is better, but the stylization is sub-optimal. When
stochastic masking is enabled in (d), even with the learning
rate as (b), the volume is conserved better. ©Disney/Pixar.

method, defined as

T (d𝑡 , u𝑡 ) = I(P(x∗𝑡 , u𝑡 ), d𝑡−1), (6)

where P and I represent the position integration (e.g., Runge-

Kutta) and interpolation functions, respectively. Differently from

previous volumetric approaches, an interpolation function for the

displacements is not readily available for animated meshes. We

therefore employ a Shepard interpolation to continuously sample

mesh displacements in space. For each vertex, a fixed neighborhood

size of 50 is used for the interpolations of all our examples.

3.5 Volume Conservation Regularization
In some cases, the stylization procedure might induce prohibitive

change of volume (Figure 7(b)), especially in thin regions of the

mesh. To avoid this issue, one could enforce a divergence free con-

straint into the stylization displacements. This can be accomplished

by restricting the displacements to follow the tangent space of the

mesh [Müller 2009; Zhang et al. 2012], or by solving a Poisson

system to project the displacements into their closest divergence

free counterpart at each iteration [Da et al. 2016]. We tried both

approaches in our early experiments, but the restriction of strictly

preserving the volume at each iteration overconstrains the styliza-

tion, generating subpar results. Drastically decreasing the learning

rate can improve volume conservation (Figure 7(c)), but results in

less stylized results that are mostly restricted to the mesh surface.

We implemented a simpler approach that works better in practice

(Figure 7(d)). At the start of each optimization scale, we initialize

a random mask that covers a user-defined percentage of the ver-

tices. These vertices are defined in the Laplacian parametrization

and they are kept from being displaced by the stylization. Due to

the Laplacian parametrization, masked vertices have influences on

their neighboring vertices, enabling a smooth transition from non-

stylized to stylized regions. For the coarser scales, we observe that

the mask has to pin down vertices more aggressively to prevent

(a) Original Mesh (b) [Kim et al. 2020] (c) Ours (d) Ours (no mask)

Figure 8: Viscous sheet. LNST [Kim et al. 2020] (b) shows
inferior results than ours (c), as it can only modify the mesh
structures indirectly during optimization.We show the effect
of using no volume conservation in (d): the optimization can
generate invalid mesh configurations when stochastic masks
are not used.

volume loss; for the finest scales, no mask is necessary, since the

stylization will mostly focus in creating small scale details that do

not incur in significant volume loss. The effect of the proposed

masking can be seen in Figure 8(d): naively stylizing thin structures

present in the original animated mesh generates invalid mesh con-

figurations; by using a mask covering 20% and 10% of the vertices in

the two coarsest levels, the stylization sharply synthesizes patterns

present on the style image. Algorithm 1 summarizes all the steps

required by our mesh stylization pipeline.

4 EXPERIMENTS AND RESULTS
The proposed mesh stylization pipeline was implemented in Py-

Torch [Paszke et al. 2019] and uses PyTorch3D’s Differentiable

Renderer [Ravi et al. 2020]. We apply a specular material to the

target meshes and render them with a light source attached to the

camera position. For each optimization step, an orthographic cam-

era is randomly sampled within a pre-defined range. To efficiently

integrate the parametrization in Section 3.2 into the stylization

pipeline, we precompute the (I + 𝜆L)−1 through a Cholesky decom-

position for each mesh that is stylized. We also observed that there

were little differences between using combinatorial or cotagent

discrete Laplacian formulations; due to efficiency and simplicity we

chose the former. Typically, more iterations are used when scales

goes finer. We use volume conservation regularizations from Sec-

tion 3.5 in all our experiments unless otherwise mentioned. The

animated meshes for liquid and cloth simulations (Figures 12, 2 and

8) are created in Houdini. We infer vertex velocities for temporal

coherency treatment through a first-order Euler step. All results are

rendered with Houdini’s Mantra renderer. The AdamW optimizer

[Loshchilov and Hutter 2019] is used with 𝛽1 = 0.9 and 𝛽2 = 0.999

in both color and displacement optimizations. All experiments are

conducted on a Nvidia RTX 3090 GPU. We show detailed informa-

tion as well as the runtime for each example in Table (1). We refer
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Algorithm 1: Displacement optimization at frame 𝑡

Input: Vertex positions x𝑡 ; stylized vertex positions x̂𝑡−1;
style image 𝐼𝑠 ; orientation field G (optional); Extra

Non-stylization MaskingM (optional).

Param: Set of image scales S; set of learning rate 𝜂; set of

Laplacian coefficients 𝜆; set of number of iterations

Niters; set of stochastic masking ratios r.
⊲ Each set has the cardinality of 𝑁

scales
.

Output: Stylized vertex positions x̂𝑡
1 Camera Param. Θ← PoissonSample() ⊲ |Θ| = Sum (N𝑖𝑡𝑒𝑟𝑠 )
2 x̂𝑡 ← x𝑡 ⊲ Initialization

3 for ℓ ← 1 : 𝑁scales do
4 CholeskyDecomposition(𝐼 + 𝜆ℓ𝐿)
5 Mℓ ← RandomSample(𝑟ℓ ) ∪M ⊲ Sec 3.5

6 x̂∗𝑡 ← (𝐼 + 𝜆ℓ𝐿) x̂𝑡
7 x̂∗

𝑡−1 ← (𝐼 + 𝜆ℓ𝐿) x̂𝑡−1
8 for𝑚 ← 1 : Nℓ

iters do
9 x̂∗𝑡 ← TemporalCoherency

(
x̂∗𝑡 , x̂

∗
𝑡−1

)
⊲ Eq. 5

10 x̂𝑡 ← CholeskySolve (x̂∗𝑡 ) ⊲ Eq. 3

11 L ← L
(
RΘℓ

𝑚
(x̂𝑡 ), 𝐼𝑠 , Sℓ ,G

)
⊲ Eq. 2, Sec. 3.3

12 x̂∗𝑡 ← AdamW

(
x̂∗𝑡 ,L, 𝜂ℓ

)
⊲ Eq. 4

13 x̂∗𝑡 ← VolumeConservation(x̂∗𝑡 ,Mℓ ) ⊲ Sec 3.5

14 end
15 x̂𝑡 ← CholeskySolve (x̂∗𝑡 ) ⊲ Eq. 3

16 end

to our supplemental video, which better illustrates dynamic aspects

of our stylization pipeline.

4.1 Color and Displacement Guidance Priors
Color plays an intricate and essential role in 2D image style transfer.

While experimenting on how to integrate color stylization in our

pipeline, we found that simultaneously optimizing for color and dis-

placements produced results that limited the influence of the latter.

This happens since stylizing a set of vertex colors for a given view is

less constraining than modifying a set of vertex positions. We thus

implement color and displacement optimizations in a sequential

order: Figure 11(c) first optimizes displacements and then colors,

while (d) first optimizes colors then displacements. Optimizing for

colors first tend to bias the synthesized displacements to better

follow texture patterns. We leave it as an option for the user to

decide the order of the stylization, as the quality of the results is

highly example-dependent.

4.2 Comparisons with Previous Approaches
We compare our pipeline to previous approaches in Figure 9. The

original code of Paparazzi [Liu et al. 2018] did not include their

style transfer examples, so simplifications on our codebase were

made to emulate their method. Specifically, we employed a sin-

gle scale Gram matrix style loss, removed masking, and did not

include the implicit Laplacian parametrization of mesh vertices.

Figure 9(b) demonstrates the results of the Paparazzi stylization:
synthesized structures are overly constrained to the mesh surface,

and do not properly represent the style of the input image. Addi-

tional comparisons with Text2Mesh [Michel et al. 2021] (Figure 9(c))

and TextDeformer [Gao et al. 2023] (Figure 9(d)) are provided. Both

works mostly focus on stylizing meshes with input text prompts,

but the authors adopt a style loss that measures the cosine distance

between the style and rendered image CLIP embeddings [Radford

et al. 2021]. The stylized results demonstrate that CLIP embeddings

can have difficulties representing the style image accurately. Lastly,

our approach (Figure 9(e)) is able to create larger mesh deformations

that can faithfully represent the input style.

Figure 8 compares our approach against the Lagrangian Neural

Style Transfer (LNST) [Kim et al. 2020]. LNST can only modify

mesh structures indirectly, since the stylization displacements are

added to the original particle positions that control the simulation.

These positions implicitly track the liquid surface changes through

a particle-to-grid operation that is implemented through smooth

transfer kernels. This assumption results in a liquid surface repre-

sentation that does not have the necessary degrees of freedom to

allow localized sharp stylizations. Thus, LNST modifications are

mostly focused on creating holes that poke through the liquid sheet,

and therefore fail to capture the discontinuous features required

by the triangular style image (Figure 8(b)). Our approach, on the

other hand, directly modifies vertex positions at the liquid interface,

enabling sharp stylizations (Figure 8(c)). Lastly, we also show the

effect of not using vertex masking in Figure 8(d): thin structures

present in the original animated mesh can easily generate invalid

mesh configurations if vertices are not appropriately pinned.

4.3 Artistic Control Inputs
Controllable Masking. Other than the volume preservation sto-

chastic masking in Section 3.5, our implementation also allows the

input of a user-specified mask to fix a specific region to be non-

stylized. This facilitates not only the artistic control of synthesized

style features, but also volume conservation on thin regions of the

mesh. Figure 13 shows how one can leverage this functionality by

defining a mask in (b) to generate the stylization (d) while maintain-

ing mesh structures around the Manticore’s eye, nose and mouth

regions. The Laplacian parametrization ensures that the transition

between stylized and non-stylized regions are smooth.

Orientation Fields. Combining

user-defined orientation fields

with rotation augmentation of the

style images can better help syn-

thesized structures to align with

the input mesh features. The inset

image shows the effect of using a

prescribed orientation field to align the style patterns with the

sword blade in Figure 1. Another example that uses guiding orien-

tation fields is shown in Figure 6: the input orientation field (c) is

able control how the line patterns align. When no orientation field

is used (a), the stylization follows the horizontal direction for the

whole mesh.

4.4 Stylization on Animated Meshes
Stylization results on animated meshes are shown in Figures 2,

12, 14, 8. We tested different parameters for temporal coherency
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(a) Original Mesh (b) [Liu et al. 2018] (c) [Michel et al. 2021] (d) [Gao et al. 2023] (e) Ours

Figure 9: Style transfer comparisons for Spot. The original mesh (a) is stylized with the starry night image (inset) with different
methods. All experiments are run on the input mesh with 210K vertices, except for (d), which runs on a mesh with 3K vertices
as it hits a memory bottleneck. The runtime for each methods are: (b) 72s, (c) 755s (d) 741s and (e) 147s.

Table 1: Parameters and performance statistics.

Example Diff Render No. Image Laplacian Learning Runtime
Resolution Vertices Scales Coefficient 𝜆 Rate (×10−3) (s/frame)

Manticore (Fig. 11) 800 × 800 700K [0.5, 0.5, 1.25] [20.0, 5.0, 1.0] [8.0, 1.0, 5.0] 230

Manticore (Fig. 1) 700 × 700 700K [0.5, 1.0, 1.5] [20.0, 5.0, 0.5] [9.0, 4.0, 1.0] 178

Panda (Fig. 7) 800 × 800 760K [0.5, 1.0, 1.5] [20.0, 5.0, 0.5] [10.0, 5.0, 0.5] 118

Cloth (Fig. 2) 400 × 400 160K [0.5, 1.0, 1.5] [20.0, 5.0, 2.0] [10.0, 5, 1.5] 18

Liquids (Fig. 12) 400 × 400 180K [0.5, 1.0, 1.5] [20.0, 5.0, 0.5] [3.5, 0.8, 0.4] 20

Viscous Sheet (Fig. 8) 700 × 700 200K [0.5, 0.8, 1.0] [20.0, 5.0, 3.0] [5.0, 1.0, 0.25] 14

Spot (Fig. 9) 1000 × 1000 210K [0.4, 0.8, 1.5] [20.0, 5.0, 1.0] [8.0, 2.0, 0.5] 147

Lost Soul (Fig. 14) 800 × 800 175K [0.25, 0.5, 1.0] [20.0, 5.0, 1.0] [4.0, 3.0, 1.0] 56

(temporal smoothing coefficient 𝛼 , and temporal decay period𝑀)

for the cloth stylization sequence. These results can be seen in our

supplemental video. We stylized the liquid simulations (Figure 12)

and the animated character (Figure 14) with a displacement first,

color second order. For better temporal consistency, we only sample

the stochastic mask once at the first frame and keep it fixed over

time on the vertices in the cloth example (Figure 2). The Lost Soul

example (Figure 14) includes orientation and velocity fields gener-

ated by a curl-noise [Bridson et al. 2007] to intentionally guide and

displace patterns over time.

5 CONCLUSIONS
In this paper we present a production-friendly pipeline for mesh

neural style transfer (NST) based on 2D images. To provide a bet-

ter image space style loss gradient, we replace the commonly used

GramMatrix style loss with a neural neighbor formulation. A Lapla-

cian parametrization space is employed to enable a coarse-to-fine

optimization procedure that is able to modify large portions of the

mesh. To enable artistic control over synthesized pattern directions,

we propose to use an input orientation field together with rotation

augmented style images in computing the style loss. Furthermore,

we improve upon the previous EMA-based temporal coherency

treatment by adding an iteration-aware decay term on the blending

weight. Finally, for volume and content conservation during the

stylization process, a stochastic mask is used to pin down vertices

to be non-stylized.

Our pipeline has a few limitations. When color optimization is

applied (Figure 11, 14), the final colorized mesh does not properly

match the color distribution of the style image. This is a known

issue of the neural neighbor formulation [Kolkin et al. 2022]. The

authors apply a color matching post-processing on the stylized

image in the original paper, which can potentially be integrated in

our pipeline. Using stochastic masking does not guarantee a strict

volume conservation, and temporal flickering can be observedwhen

a higher percentage of the vertices is pinned down. Other mesh

volume conservation techniques, such as tetrahedralizing the mesh

and applying a volume conservation step can be further explored

to alleviate this issue. Lastly, our stylizations do not guarantee that

the resulting meshes will be interpenetration-free.

As future work, diffusion models [Ho et al. 2020; Rombach et al.

2022] can provide a promising venue for exploration. Image features

extracted from diffusion models are much more abundant than

those from pre-trained image classification networks, and can thus

provide more powerful stylization capabilities [Hertz et al. 2024].
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(a) Original Mesh (b) Displacement (c) Displacement→ Color (d) Color→ Displacement

Figure 11: Displacement and color optimizations. (b) only runs vertex displacement optimization on the original mesh (a) with
the angular spiral style image (inset). (c) runs color optimization with (b) as initialization. (d) runs color optimization, and use
it as initialization for the displacement optimization. ©Disney/Pixar.

(a) Original Mesh (b) Triangle Style (c) Fur Style (d) Starry Night Style (w/ Color)

Figure 12: Liquid stylization. Our method is able to stylize animated liquid meshes without any special treatment. Since it
directly modifies the mesh surface vertices, it can create sharper results than previous liquid stylization techniques.

(a) Original Mesh (b) User-defined Mask (c) Unmasked Stylization (d) Masked Stylization

Figure 13: Controllable masking examples on Manticore. Masking the facial features of the original mesh (a) allows us to
maintain the sculptor’s desired look. The unmasked result (c) shows clear volume loss on the teeth and background horns,
while the masked version (d) enables proper stylization with smooth transitions between deformations. ©Disney/Pixar.

(a) Original Mesh (b) Angular Spiral Style (c) Fire Style (d) Foam Style (e) Triangle Style

Figure 14: Style transfers on Lost Soul. All experiments run ourmesh style transfer on the animated character. The displacement
optimization is performed first, and color optimization later. ©Disney/Pixar.
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